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ABSTRACT
Revived interest in lunar exploration is heralding a new genera-
tion of design solutions in support of human operations on the
Moon. While space system design has traditionally been guided by
prototype deployments in analogue studies, the resource-intensive
nature of this approach has largely precluded application of profi-
cient user-centered design (UCD) methods from human-computer
interaction (HCI). This paper explores possible use of Virtual Re-
ality (VR) to simulate analogue studies in lab settings and thereby
bring to bear UCD in this otherwise engineering-dominated field.
Drawing on the ongoing development of the European Large Lo-
gistics Lander, we have recreated a prospective lunar operational
scenario in VR and evaluated it with a group of astronauts and space
experts (n=20). Our qualitative findings demonstrate the efficacy of
VR in facilitating UCD, enabling efficient contextual inquiries and
improving project team coordination. We conclude by proposing
future directions to further exploit VR in lunar systems design.

CCS CONCEPTS
•Human-centered computing→Virtual reality;Human com-
puter interaction (HCI).

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
CHI ’23, April 23–28, 2023, Hamburg, Germany
© 2023 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-9421-5/23/04.
https://doi.org/10.1145/3544548.3580718

KEYWORDS
Virtual Reality, human factors, ergonomics, user centered design,
HCI research, space system engineering, lunar lander

ACM Reference Format:
Tommy Nilsson, Flavie Rometsch, Leonie Becker, Florian Dufresne, Paul de
Medeiros, Enrico Guerra, Andrea E. M. Casini, Anna Vock, Florian Gaere-
mynck, and Aidan Cowley. 2023. Using Virtual Reality to Shape Humanity’s
Return to the Moon: Key Takeaways from a Design Study. In Proceedings of
the 2023 CHI Conference on Human Factors in Computing Systems (CHI ’23),
April 23–28, 2023, Hamburg, Germany. ACM, New York, NY, USA, 16 pages.
https://doi.org/10.1145/3544548.3580718

1 INTRODUCTION
50 years after Apollo astronauts last set foot on the Moon, an un-
precedented international collaboration seeks to send humans back
to the lunar surface as part of the NASA-led Artemis programme.
With a first crewed landing planned for 2025, the long-term goals
include establishing permanent lunar bases before the end of the
decade [83]. Surpassing Apollo in scope and ambition, the success
of humanity’s renewed push for Moon will rest on reliable, safe and
effective technologies being designed in support of future crews
and their extravehicular activities (EVA’s). Accordingly, the devel-
opment of novel methods for advancing low-technology readiness
level (TRL) solutions in service of human and robotic operations
on the Moon has been described as a key ambition of the Artemis
programme [92].

Designing such solutions requires taking into account challenges
and limitations posed by a range of environmental, operational
and human factors that may markedly deviate from established
terrestrial usability and ergonomics considerations. This includes
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elements such as the reduced lunar gravity, dust mitigation, limited
field of view and range of motion due to EVA spacesuits, mental
and physical fatigue, thermal and atmospheric situation, limited
capability for redundancy and the extreme lighting conditions, such
as pitch black shadows [29, 61], all against the background of often
ambiguous mission criteria and still largely undefined operational
scenarios [2].

The lighting conditions in particular have emerged as a promi-
nent consideration during design and preparatory activities. No-
tably, the tilt of the lunar axis creates a unique setting on the lunar
south pole, with elevated areas experiencing near-permanent illu-
mination, whilst the very low sun angles simultaneously also block
out all sunlight in depressed areas. Indeed, the access to persistent
illumination (and the resulting availability of solar power), along
with water ice preserved in permanently shadowed areas, was a
key factor leading to the selection of the Moon’s south polar region
as the likely site of the next human landing and the subsequent
construction of base camps [83].

In a bid to factor in such lunar conditions during design and
development processes, engineering teams have typically resorted
to experimental deployments and field studies of prototypes in
analogue environments, such as large cave systems to approximate
the poor lighting conditions on the Moon [77], or neutral buoyancy
pools to simulate lunar gravity [6].

These classical approaches have met with varying degrees of
success, attracting criticism for their logistical complexity and high
costs, typically resulting in low frequency of experimental deploy-
ments and limited number of test subjects [15]. Barriers like these
have prevented widespread adoption of established UCD method-
ologies, such as rapid prototyping and participatory design, that are
otherwise successfully employed in HCI. As a result, space systems
development projects are often plagued by limited agility, frequent
delays and notorious budget overruns [35].

In response, this paper investigates potential use of Virtual Real-
ity to simulate field studies and thus facilitate rapid and resource-
efficient user-centered assessments of early-stage lunar surface
prototypes. Although VR’s capacity to interactively simulate hypo-
thetical concepts and environments at comparatively low costs has
already garnered significant attention in several fields [37, 91], its
applicability in simulating the unique lunar conditions and facilitat-
ing assessments of pertinent design solutions remains unexplored.

The goal of our work, then, is to understand the strengths and
weaknesses of VR-based field studies in terms of their capacity to
enable user-centered HCI methods in the context of lunar system
design. By shedding light on the types of design questions this
approach can and cannot reasonably address, we seek to lay a
foundation for responsible use of VR to ameliorate ongoing and
future design projects in this domain.

To this end, we created an interactive simulation of the Moon’s
south polar region in VR for the purpose of assessing a design con-
cept of the European Large Logistics Lander (EL3); a prospective
autonomous lunar landing vehicle currently under development
by an international consortium led by the European Space Agency
(ESA) [27]. Working closely with the EL3 development teams, we
produced a plausible operational scenario and evaluated it with hu-
man spaceflight experts, including astronauts, engineers, astronaut
instructors, project managers and scientists.

Their qualitative reflections have demonstrated the utility of
VR in enabling user-centered approaches to studies of operational
performance and human factors in the early stages of a lunar sur-
face system’s design and development, thus significantly expanding
the potential applicability of UCD methodologies in this tradition-
ally engineering-dominated discipline. By highlighting systemic
aspects of future lunar operations, we found VR-based scenarios
to be uniquely qualified for driving reflection on the synergies and
frictions within broader human-machine ecosystems. Furthermore,
the comparatively accessible nature of VR proved well suited to
coordinate and improve the agility of project teams by virtue of
facilitating amodel-based systems engineering approach. By consid-
ering these findings, we take a first step towards understanding the
potential use of VR as a design tool to shape humanity’s expansion
to the Moon and beyond.

2 STATEMENT OF CONTRIBUTION
The contribution of our work is threefold: (1) We introduce VR-
simulated field studies as a novel methodology in space system
design. To determine its efficacy, we present, to the best of our
knowledge, the first documented application of a UCD approach
during the development of a concept-stage lunar surface system.
(2) We extend the ongoing discourse on immersive design scenar-
ios and speculative enactments by reflecting on their potential
use in terms of facilitating contextual and holistic assessments of
human-machine ecosystems as well as supporting the coordination
of design project teams. (3) We provide a set of recommendations
on VR interfaces used to simulate lunar conditions (e.g. low gravity),
including possible ways of leveraging mixed reality technology to
improve the validity of future design inquiries.

3 RELATEDWORK
There is a wide range of HCI and VR publications related to our
work. Here, we focus on threemain topics: (1) HCI researchmethods
in space systems design, (2) classical approaches to assessing space
design concepts via analogue field studies, and (3) the potential use
of VR to bridge the gulf between these two.

3.1 HCI in Space Systems Design
Aerospace engineering and HCI have been intertwined since the
dawn of the space age. Efforts in this vein have materialized into
solutions spanning from computer interfaces supporting physical
and mental wellbeing of astronauts [67] to telerobotic control mech-
anisms [80]. Notably, influential ideas from HCI, such as human-
machine symbiosis [18], were leveraged throughout the develop-
ment of modern spacesuit designs to enhance human performance
and safety during EVA operations [22] and helped shape numerous
relevant solutions, including exoskeletons for supporting humans
in low-gravity [70, 86] or augmented reality interfaces for improved
spatial orientation [45].

Nevertheless, the development of such systems has tradition-
ally been engineering-driven, guided predominantly by utilitarian
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metrics, such as technological feasibility and crew safety. In con-
trast, comparatively little attention has been paid to the use of HCI
design methods1 more directly by involving end users and other
stakeholders in the design process [87].

The ongoing proliferation of New Space companies [93], such
as SpaceX, and the consequent democratization of access to space,
has therefore led some scholars to suggest that the time has come
for HCI to play a more central role in development of future space
systems[67]. As elaborated by Trotta et al., the HCI community
now has a unique opportunity to “contribute a new perspective and
knowledge on how to think about and design future interfaces in
space” [87].

Early efforts to take up this challenge have typically resulted
in various forms of UCD approaches employed for the purpose
of engaging non-engineers in ideation of future space solutions.
For example, in a series of CHI workshops, Pataranutaporn et al.
invited scholars from across disciplines to brainstorm around the
possibilities offered by HCI for space design. The result was a wide
range of novel scenarios and use cases for space HCI research
centered around emerging stakeholders, such as space tourists
[67, 68]. Similar approaches have been utilized to conceptualize
hypothetical lunar settlements [16, 90], or even to co-create new
ideas around the future of food and eating in space [63]. Closer to
our work, Rometsch et al. conducted a series of group brainstorm
sessions with aerospace experts to converge on potential cargo
unloading solutions for future supply shipments to the lunar surface
[73].

However, apart from ideation, the application of UCD during
prototyping and evaluation of real-world solutions has been sparse.
While examples exist of software tools for human space exploration
being developed in a user-centric manner [8, 69], applying such
approaches during the design of physical interfaces has proven to be
more complicated. For instance, Sumini et al. developed a seahorse-
inspired prosthetic tail designed to enhance body motion in low-
gravity conditions [86]. To evaluate its effectiveness, assessments
had to be carried out on board reduced-gravity flights. In this case,
the relatively low prototype development costs meant the authors
could arrange a series of such prototypical deployments, allowing
for a user-centered iterative design process.

In contrast, many space agencies currently engaged in develop-
ment of comparatively more complex solutions for the Moon, such
as lunar landers or rovers, have to deal with greater constraints. As
will be detailed in the following section, the high financial and lo-
gistical burden of assessments, combined with the need to evaluate
such solutions in a representative environmental and operational
context, have largely hampered the adoption of HCI methodologies
(and UCD in particular) in classical approaches to lunar systems
development.

3.2 Classical Field Studies
It is common practice that novel lunar and planetary exploration
solutions are tested and evaluated in so-called analogue environ-
ments. Several sites, such as the caves of Sardinia [6] or the volcanic

1We base our use of this term on the work of de Haan, who defined HCI design methods
as “human-centred and creative approaches to the conceptualising and building of user
interfaces” [21].

sand plains of Iceland [38] share important characteristics with
the lunar environment, including terrain features or geological
composition. Aside from such naturally occurring analogues, some
lunar conditions have also been simulated by artificial means. For
example, reduced-gravity flights and neutral buoyancy pools have
been employed to replicate the Moon’s partial gravity levels (0.17g),
while vacuum chambers have been used to simulate the lack of
lunar atmosphere [11].

In addition to simulating relevant environmental conditions,
another core purpose of analogue studies is the assessment of de-
sign solutions within the context of prospective mission scenarios
[2]. This typically entails the study of their synergies with other
key operational concepts and elements of the mission architecture,
including interhuman communication, data collection and distribu-
tion systems, scientific procedures, logistical workflows and remote
supervision [88].

Space agencies are increasingly turning to such analogue field
trials to inform the design of reliable solutions for lunar exploration
[3, 57, 65]. For example, in 2019 ESA conducted a field campaign in
the arid volcanic landscape of Lanzarote in the Canary Islands to
evaluate several prototypical tools for the collection and storage
of geological samples on the Moon’s surface [76]. One of the tests,
for instance, saw a team of experts compare the functionality and
maneuverability of two alternative trolleys, seeking to find the
optimal balance of properties [32].

In a separate 2019 study, two astronauts performed a series of
underwater spacewalks in the Atlantic Ocean with the aim of eval-
uating a prototypical portable vehicle designed for the evacuation
of incapacitated astronauts under lunar gravity conditions [33] (see
Figure 1). Future crew members were thus given the opportunity to
reflect on the (inter)operability and ergonomics of relevant systems,
as well as potential risks associated with their use. This included
ergonomic and mechanical aspects surrounding interactions with
relevant components such as pulley systems, handles, locomotion
systems and other tool interfaces while being weighted-out to the
lunar gravity, wearing mock-up EVA gloves and a representative
helmet reproducing a spacesuit’s constrained field-of-view [31], all
against the backdrop of the uneven sandy and rocky seabed [11].

Although the feedback gathered through such studies has helped
facilitate iterative integrated design and development processes for
potential lunar surface solutions, the reliance on analogue envi-
ronments is not without its drawbacks. Mainly, the choice is often
limited to single-aspect environments with only a few analogues
capable of replicating multiple lunar conditions simultaneously (e.g.
only geology and gravity, but not the lighting conditions in the case
of seabed trials [11]). Because one analogue cannot simulate all
the different aspects of a lunar mission, a variety of analogue and
artificial testbeds is typically required. In addition, these analogue
campaigns require significant preparation and planning time, con-
suming large amounts of resources. They also generally only allow
a small number of participants to take part in the tests, limiting the
volume of design assessments that can realistically be carried out
on a yearly basis.

Such limitations have traditionally predisposed relevant design
projects to adopting the relatively rigid V-model approach, with
considerable amount of development taking place prior to any
experimental deployments and evaluation through analogue testing
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Figure 1: An astronaut simulating the rescue of an incapacitated crew-member with a portable vehicle designed for evacuation
in lunar gravity. The underwater weight of this suit simulator was equivalent to the weight of an astronaut wearing an EVA

suit on the Moon [31] (left). An astronaut performing simulated EVA operations during an analogue study [32] (right).

activities [11]. In contrast to typical design projects in HCI, the
interaction between development teams and end users in space
systems engineering is thus rather limited and often only occurs
towards the end of a development cycle. As a result, by the time
an operational scenario is deployed and assessed at the end of the
V-model design cycle, there tends to be little room left to influence
the design. This results in longer feedback loops and slower design
iterations, incurring further financial and temporal costs on the
project.

In the following section we will argue that some of these limita-
tions might be alleviated through greater use of VR-based design
practices during early stages of a project’s lifecycle.

3.3 Design Studies in Virtual Reality
The aerospace industry was at the forefront of popularizing VR
technology. Notably, NASA pioneered the use of this tool when
training the Hubble space telescope flight team for a repair mission
in 1993 [55]. The benefits of using VR in this case were evident, as
it reduced EVA training time and therefore project cost.

However, it was not until the 21st century that VR and virtu-
alization began to gradually gain a foothold in design practices
surrounding space systems development. Virtual environments
have since been utilized, for instance, to help prevent misalign-
ments and erroneous data flow in the International Space Station’s
Columbus module [12], to assist with general satellite assembly
troubleshooting [39] or to analyze the replacement procedure of a
Columbus cabin filter [44].

VR technology has also seen use during verification and vali-
dation project phases, such as assembly scheme and maintenance
reviews for the Orion lunar spacecraft [1] or to collect astronaut
feedback for an ergonomic evaluation of the Gateway lunar space
station modules [42]. Nevertheless, such cases are still rare, with

VR usually taking a back seat to analogue field studies when more
systematic user evaluations are required.

Instead, it is non-space related domains that are now leading
the way in the adoption of VR-centeric design processes. Indeed,
VR has already been successfully used to study human interaction
with a range of prototypical technologies, including autonomous
cars [85], healthcare solutions [56] and complex robotic systems
[60]. Such studies have demonstrated the ability of VR simulations
to gather a wide range of relevant user feedback on topics includ-
ing usability [25], human factors and ergonomics [95], safety [84]
and acceptability [36]. By collecting such feedback in early stages
of a project lifecycle, development teams have been able to bet-
ter anticipate potential problems and lower risks for the overall
production processes, resulting in a reduction in development and
manufacturing costs [4, 39, 48].

Compared to studies centered around traditional physical proto-
types, VR was found to enable rapid iteration of design concepts
without being limited by their number, size, or shape, nor the spatial
constraints of the lab [49]. Similarly, evidence suggests that VR is
superior to digital mockups experienced in 2D when it comes to
facilitating spatial assessments [46] and stimulating creative and
flexible thinking [52].

Another aspect of VR that has recently attracted attention of
the HCI community is its capacity to embed design concepts in a
realistic context. For instance, Mäkelä et al. evaluated the use of in-
formation displays in public spaces by simulating their placement in
a representative virtual environment. They found that by providing
users with a context that simulates a natural scenario, VR con-
tributes to a more realistic experience than what could otherwise
have been achieved in a lab setting [58]. Drawing on established
HCI methods, such as scenario-based design or design fiction, Sime-
one et al. follow a similar line of reasoning, arguing that extending
such “speculative enactments” to Virtual Reality would enable users
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to engage with design ideas in their "truest envisioned form" [81].
Based on their exploration of immersive design fictions, McVeigh
et al. have echoed similar views, arguing that VR is particularly
well suited for prototyping embodied and contextually rich aspects
of speculative experiences [59].

Given its ability to immerse prospective users in such contextu-
ally rich experiences, coupled with its applicability in early design
stages, we could posit that VR is uniquely qualified to support the
development of future lunar surface solutions. Nevertheless, VR-
enabled design processes in space system development still have
a long way to go before they can be considered a standardized
approach. There is an opportunity, then, to come full circle by en-
abling human spaceflight to fully capitalize on VR technology it
once helped pioneer. In return, VR might open up this traditionally
engineering-dominated field to greater application of user-centric
design methods, along with all the aforementioned benefits that
come with such approaches.

By producing a VR-based scenario centered around a prospective
lunar lander and evaluating it with expert users, as described in
the following section, we hope to shed further light on the viability
and validity of VR as a design tool in this unique domain.

4 METHODOLOGY
In order to explore the potential use of VR to catalyze UCD ap-
proaches in the context of human lunar exploration, we carried
out a simulated field study focused on a VR-based operational lu-
nar scenario. Specifically, we created a virtual mockup depicting
a prospective configuration of the EL3 lunar lander along with a
potential cargo unloading system. This was complemented with
3D models of cargo containers, a transport cart, an EVA space suit
and a ladder to climb the lander (see figure 2). A virtual replica of
the Moon’s south polar region was produced to form a realistic
backdrop. These assets were then combined into an interactive sim-
ulation of cargo-reception and offloading procedures on the lunar
surface. Finally, borrowing from established HCI methods, such as
Scenario-Based Design [14], we invited a group of relevant experts
to immerse themselves into this VR scenario and critically evaluate
the simulated design solutions. In the remainder of this section, we
will elaborate on these steps in more detail.

4.1 The EL3
The feasibility of a sustained human presence on the Moon will
depend heavily on the development of reliable logistical solutions
for delivery of crew supplies and other forms of cargo to the lu-
nar surface. Recent years have seen a number of both public and
private stakeholders from around the world taking up this chal-
lenge, spawning a spectrum of design concepts ranging from the
325 kg light Astrobotic Peregrine Lander [17] to the towering 100
ton SpaceX Starship Human Landing System [78].

In line with this trend, ESA, together with its partners from the
industry and academia, is currently in the process of designing
the European Large Logistics Lander (EL3), an autonomous lunar
landing vehicle capable of delivering a wide range of crew supply
payloads to the Moon, with an initial launch window scheduled
between 2028 and 2029. Once taken into service, the EL3 is expected

to form the backbone of Europe’s pathway toward sustainable
human exploration of the Moon [13, 41, 51].

Upon completion of the initial mission requirements specifica-
tion phase and securing of funding, which is expected to take place
by the end of 2022, the industrial implementation phase will be
initiated [27]. The first design reviews of the EL3 are then scheduled
to commence in the first quarter of 2023 [13].

The important role the EL3 is expected to play in future hu-
man surface operations on the Moon, in combination with its still-
untested design, made it an ideal subject for our study.

Guided by input from the EL3 project management and respon-
sible engineering team, we modeled an agnostic EL3 configuration
representing a generic design that could meet the requirements
outlined in the EL3’s original invitation to tender [13]. The result-
ing EL3 model is approximately 2.8 m tall, with an approximately
14 m2 large octagonal cargo deck on top. We have attempted to
provide the model with the highest possible level of detail to allow
for the evaluation and study of issues related to overall usability,
operations and human factors challenges and constraints, which
are likely to apply to most potential designs that might result from
the EL3 team’s own work.

On top of the virtual lander, we designed and implemented a
hypothetical cargo unloading system in the form of a winch-based
pulley system with cradles that would rely on lunar gravity to
deploy cargo containers from the deck at the top. The cargo un-
loading mechanism was animated in the VR scenario. This concept
was once again guided by input from the EL3 development teams,
making sure our virtual mockup was reasonably realistic. Further
details concerning this process can be found in our precursor study
[62].

4.2 Additional Assets
A number of additional 3D assets required for the scenario was
produced based on real-world references.

Firstly, the EL3 is being designed to carry a set of specific cylin-
drically shaped pressurized cargo containers. These are expected
to have a mass of ca. 350 kg and a pressurized volume of ca. 0.7 m3.
4 of these were reproduced virtually and served as essential compo-
nents of our scenario, as participants were tasked to retrieve these
containers and carry them. This meant that the cargo containers
had to be physics components and be interactable in VR.

Secondly, to enable users to be able to inspect the cargo unloading
system from the top of the lander and to elicit potentially important
insights, as well as to help predict potential scenarios (e.g., required
maintenance due to a jammed system), a climbable ladder was
designed and integrated. The VR user was able to grab the rungs
and/or side rails of the ladder by latching onto these with their
VR hands using the motion controllers and move up or down the
ladder respectively, simulating climbing.

Thirdly, a static cart was added to trigger valid reflections on
potential means of container transportation.

To further improve authenticity of the scenario, users were em-
bodied in a 3D model of the a spacesuit. Specifically, we employed
the Exploration Extravehicular Mobility Unit (xEMU) EVA suit.
Users had their heads encapsulated inside the xEMU helmet to
accurately restrict their field of view [74]. The xEMU helmet was
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Figure 2: 3D model of our agnostic configuration of the EL3 lander, along with relevant assets

likewise equipped with a headlamp. It should be noted that only
the torso and suit gloves were visible to the user, legs and boots
were not included, nevertheless the user was casting a full body
shadow.

All of the 3D models were textured using physically based ren-
dering materials to accurately mimic light interactions, such as
glare and reflections.

All assets were simulated purely visually in our scenario. Comple-
menting visual VR with physical mockups of the simulated objects
was briefly considered, but eventually abandoned due the techni-
cal difficulties involved in making physical mockups follow the
laws of the reduced lunar gravity. We shall reflect on the limitations
stemming from this approach in the closing discussion of this paper.

4.3 Virtual Moonscape
Based on topographic maps captured by the Lunar Reconnaissance
Orbiter [82], we recreated virtually an area of 64 km2 in close
vicinity of the Shackleton crater on the Lunar south pole (89.9°S
0.0°E). We selected this area as it has been identified as one of
the candidate landing sites for the first Artemis human landing
mission [83], thus providing a sufficiently plausible backdrop to our
scenario. Due to the original topographic map‘s pixel scale of 100
meters, smaller details (e.g. boulders) were added manually using
3D modeling software. The virtual moonscape was subsequently
textured procedurally using a set of custom created terrain shaders.
Particle effects were implemented to visually mimic the plumes of
moondust generated by physical contact with the lunar surface.
A lunar geologist from our organization assisted us during this
process to ensure authenticity.

4.4 The Scenario
Finally, the virtual environment was instantiated using the Unreal
Engine 4 game engine. The sun was placed in the direction of north,
at an angle of 1.5° above the horizon and its intensity set to 1.37
kW/m2 to mimic the conditions on the lunar south pole [89]. All
forms of indirect lighting and light scattering were disabled to
recreate the pitch-black shadows stemming from the lack of lunar
atmosphere.

The EL3 mockup carrying four cargo containers was placed in
the middle of our virtual moonscape. A cargo drop-off point was
placed 30 meters away from the lander and marked by a flag planted
in the ground. Our scenario thus conveyed a basic, yet plausible,
situation with users being tasked to approach the lander, retrieve
the containers, and transport these to the nearby drop-off point.
The ladder and transportation cart were included in the scene to
trigger discussion on potential operational scenarios.

The VR experience was run on a desktop computer with an RTX
2080 GPU, providing smooth framerate. We used the HTC Vive
Pro VR headset coupled with a pair of HTC Vive base stations and
controllers. Walking and turning was handled via the controller
trackpads, while the controller triggers were used for interaction
with objects in the virtual environment (e.g. lifting up payload con-
tainers). Users could also look around the environment by moving
their head. This VR cargo unloading scenario then formed the focal
point of our engagement with participants.

4.5 Participants
Given the niche character of our study, we approached potential
participants by hand-picking and extending personal invitations
to relevant experts in the human spaceflight field. 20 participants
were recruited in total (see Table 1 for details). 2 astronauts were
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Participant Gender Job Title Area of Expertise

Astronaut 1 M Astronaut Human Spaceflight, EVA
Astronaut 2 M Astronaut Human Spaceflight, EVA
Engineer 1 M ISS Operations Engineer Human Spaceflight Operations
Engineer 2 M Crew Technologies and Astronaut training Astronaut Robotics Training, XR Technologies
Engineer 3 F Ops Engineer Aerospace engineering
Engineer 4 M ISS Ground Segment Engineer Human Spaceflight Operations, Avionics
Engineer 5 M ISS Ground Segment Engineer Human Spaceflight engineering, VR
Instructor 1 M Astronaut Instructor ISS payloads specialist, XR training
Instructor 2 M Astronaut Instructor / ODF (Operations Data File) manager Crew training and Operations
Instructor 3 F Columbus Instructor and EUROCOM Astronaut Training, Human Factors
Instructor 4 M Astronaut and Ground Personnel Instructor Human Spaceflight Operations
Instructor 5 M Astronaut Instructor and Ops Engineer Payload training and EUROCOM
Instructor 6 M ISS Astronaut Instructor and EUROCOM Columbus Ops, astrophysics
Instructor 7 M Astronaut Instructor ISS experiment training and operations
Instructor 8 F Astronaut Instructor Astronaut Training, Aerospace engineering
Manager 1 M Manager of an EVA and Parabolic Flight Training Unit EVA Training for Moon and Mars, Analogue simulations
Manager 2 M Science and Operations Manager Human Spaceflight, Lunar Science and XR Technologies
Scientist 1 M ISS Operations and Training Support Scientist Astrophysics, planetary science
Scientist 2 M Research Fellow Instrumentation development for astronaut analogue training
Scientist 3 M Science Advisor Human Spaceflight and Lunar Science

Table 1: An overview of the study participants including gender, title and (self-reported) areas of expertise

included in our study, both of them currently active, having so far
spent a combined duration of over 700 days in space. Both have
also conducted a number of EVA operations outside the Interna-
tional Space Station (ISS) totaling over 39 hours. The instructors
in our study have all experience with delivering astronaut training
and performing operations planning. Several of them are likewise
actively monitoring astronaut mission activities via the European
Spacecraft Communicator (EUROCOM); an international flight con-
trol center responsible for direct communication with the ISS crew.
The engineers have all experience providing technical support for
the ISS, including overseeing the maintenance of several of its mod-
ules. The scientists have all firsthand experience with taking part
in analogue field studies simulating lunar and martian missions.
The managers are currently involved in relevant space system de-
velopment projects in an administrative capacity. All of them have
however also prior hands-on experience. Notably, manager 1 is an
expert in astronaut EVA training and has experience using different
types of spacesuits.

4.6 Procedure
Participants were invited individually to complete our VR scenario.
Every session began with the given participant being briefed about
the purpose of our study and the task to be carried out in VR, af-
ter which the participant was asked to fill-in a questionnaire on
demographics and previous VR experience. This was followed by a
quick demonstration of the VR controllers. Participants were then
given freedom to navigate through the virtual environment and
approach the container transportation mission in whichever way

they preferred, as long as they did not stray too far away from
the EL3 landing site. Drawing on the think aloud protocol [30],
we encouraged our participants to verbalize their reasoning while
completing the task. Once the payload containers were success-
fully retrieved and transported, we asked our participants to stay
in the virtual environment for a little longer while answering a set
of semi-structured interview questions. These questions were all
open-ended and prompted participants to share their reflections
and comment on their experience. In particular we enquired about
various features of the lunar lander, such as the cargo unloading
mechanism, antenna placement, the design of the cargo contain-
ers, the ladder and the transportation cart. Participants were also
asked to identify potential safety hazards and suggest design im-
provements. Any unusual behaviors or actions exhibited by the
participants were likewise explored. No time limits were applied
during the study. Instead, we sought to provide each participant
with as much (or as little) time as they needed to complete the sce-
nario and to answer our questions. Consequently, the total length
of the conducted sessions ranged widely from 40 to 80 minutes.

Participant responses were recorded in the form of notes, au-
dio recordings and questionnaire replies. The data-set was then
independently coded by three of our researchers, with any incon-
sistencies being addressed through a discussion and subsequently
synthesized into a qualitative thematic analysis [10]. We placed a
particular focus on relevant design reflections brought up by our
participants and on the specific aspects of our VR simulation that
had helped elicit these.
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5 FINDINGS
All of our participants had prior experience with VR. Only three
of them described their experience as either very limited or limited
(Engineer 3, Instructor 4 and Instructor 8), while the rest considered
their experience to be of amoderate to very high level (self-reported
on a 5-point scale). None of the participants reported discomfort
in the form of dizziness or motion sickness at any point during
the study. Likewise, none of the participants had any significant
difficulty coming to grips with the VR controllers and completing
the scenario.

All in all, the VR scenario was seen as highly accessible, being
frequently described as “straightforward” (Engineer 5), “quite realis-
tic” (Instructor 3) or “fun and immersive” (Astronaut 1). As detailed
in the remainder of this section, this, however, did not prevent our
participants from making numerous critical reflections and bring-
ing up potential design issues relevant to the depicted lunar surface
solutions.

5.1 Lights and Shadows
The unique lighting conditions on the Moon’s south pole, and
their impact on future crew operations, formed perhaps the most
persistently recurring theme in our participants’ accounts. The
sun’s position near the lunar horizon resulted in a situation where
every surface object and terrain feature cast protracted shadows,
shrouding much of the environment in pitch darkness. As our
participants made clear, this rendered even the most basic tasks,
such as locomotion, noticeably more challenging. Scientist 2, for
instance, argued the lack of visual cues in dark areas made it harder
to infer how fast he was walking. Similarly, Engineer 5 pointed
out that his own shadow in VR was deep enough to occlude any
terrain inside it, which introduced the risk of tripping over boulders
or other obstacles. This became a particularly pressing problem
when participants walked in a direction away from the sun and
thus cast a shadow in their own direction of movement. By eliciting
such considerations around the impacts of severe shadowing, it
was clear that the VR environment had succeeded in generating
a non-intuitive cognitive load arising from the contrast to normal
terrestrial experience of shadows.

Whilst our participants generally responded to this by exercising
heightened caution while walking, Manager 1 went a step further.
Instead of approaching the EL3 landing site along a straight path, he
took a roundabout route, constantly scanning the terrain for illumi-
nated patches, seeking to minimize his exposure to shadowed areas.
When prompted to elaborate the reasons behind his approach, he
referred to the limited intensity of his helmet light as a prime factor:

Manager 1: "As you can see, there are these rocks for example. . .
if you bump into this, you could fall down or you could damage your
suit. So what I tried to do was to go around in the light. I don’t ex-
pect the astronauts to work in complete shadow. Normally, what they
would do. . . during EVA’s on the space station they have lights on
their helmets. This light will need to be more powerful than what I
have here."

Although the built-in helmet light of the xEMU suit was gen-
erally seen as helpful, most participants shared Manager 1’s view

that it would indeed need to be improved in order to adequately
support future crews during their lunar extravehicular activities.
It soon became clear that this was not simply an issue of limited
light intensity, but likewise of a narrow beam angle. As noted by
Instructor 5, while attempting to work in the lunar shadow, his
entire field of view would shrink into the size of the light cone
emitted by his helmet light. Instructor 2 echoed the same concern,
arguing that a viable helmet light would thus need to be “more
scattered” in order to cover as wide an area as possible.

Several other design concepts featured in our scenario were
likewise brought up with regards to the need for better illumination.
Scientist 3 and Instructor 4, for instance, argued that the EL3 landing
legs could easily turn into a tripping hazard for anyone working
in their immediate vicinity. Similarly, Engineer 4 noted that poor
lighting conditions contribute to payload containers and other vital
equipment being difficult to find if misplaced. The same concernwas
voiced by Engineer 2, who argued all mobile hardware, in particular
the transportation cart, would need to be equipped with an artificial
light source. The addition of LED bars, or other forms of light strips,
was frequently brought up as a potential solution to such problems.
Astronaut 1, meanwhile, cautioned against excessive use of such
artificial lighting, arguing that this would lead to greater energy
consumption and higher maintenance requirements. Instead, he
proposed, astronauts would be better off with a handful of portable
floodlights which could be carried around and positioned manually
to counter any lighting situation. Instructor 7 suggested placing
reflective tapes on strategic locations, such as the EL3 ladder, as
another energy efficient alternative.

Whilst such solutions might help alleviate the pitch black lu-
nar shadows, the blinding sunlight, aggravated by the Moon’s
atmosphere-less environment, proved an even more difficult hur-
dle to overcome. With the sun near the horizon, at eye level, our
participants frequently found themselves staring straight into it,
prompting numerous comments on the risk of being blinded and
suffering momentary vision impairment. Drawing on his experi-
ence from real EVA operations, Astronaut 2 likened the situation to
sitting in a car with a dirty windscreen when the headlights from a
passing car suddenly appear. As he explained, this would not only
blind the driver, but it would likewise make the windscreen “lit up
and foggy”.

The sunlight reflecting from the aluminum and metallic compo-
nents on the EL3 was also found problematic by many participants.
Pointing to existing spacecraft solutions, Engineer 2 argued the use
of anti-glare coating might be a potential remedy.

Engineer 2: "If they have an option of covering some parts with a
matte material, that would be nice. White textile, like we had on the
ATV [Automated Transfer Vehicle], which is good for thermal control.
Or you can also have a black coating, which is less reflective, like on
the Soyuz."

Other participants advocated equipping the astronaut helmets
with strong sun visors, however it was not immediately clear how
practical such a solution would be given the frequent transitions
between shadowed and illuminated areas. Just like Astronaut 2
before him, Instructor 5 employed a car-driving analogy to better
explain this problem. When driving on a bright sunny day, he
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argued, the driver might benefit from wearing a pair of sunglasses.
But upon entering a dark tunnel, the driver would be forced to take
the sunglasses off and spend a few precious moments adapting to
the new light setting.

Our VR scenario produced a number of instances where such
sudden transitions became a matter of concern. For example, the
near zero angle of sunlight resulted in half of the EL3 being occluded.
When attempting to climb up on the dark side of the lander, multiple
participants reported that as soon as they reached the top of the
ladder and gazed across the cargo deck, the sun would hit their face.
The transition from pitch darkness to blinding light would in this
sense be so rapid, and come at such a sensitive moment, that our
participants saw it as imperative for future design efforts to take
this into consideration.

The stark contrast between highlights and shadows conjured up
by our VR simulation also proved a useful tool for visualizing tem-
perature differences. Given their expertise, all of our participants
were aware of the extreme thermal fluctuations on the lunar sur-
face, with objects experiencing temperatures upwards 120 degrees
Celsius when illuminated and below -200 degrees Celsius when
occluded. Engineer 3 took this opportunity to reflect on the ideal
placement for radiators and cooling systems on the EL3 landing
vehicle, hypothesizing that a liquid circulatory system might prove
effective in balancing the temperature differences across its body.
Similarly, Scientist 1 cautioned against spending prolonged time in
the shade, arguing the cold temperature would put unreasonable
strain on sensitive cargo, such as biological materials. To tackle this
issue, Engineer 2 proposed connecting cargo containers to an ex-
ternal power source via an umbilical cord, allowing each container
to be equipped with an active temperature regulation mechanism.

A closely related topic that also attracted multiple reflections
was the issue of solar power generation. Upon examining the il-
luminated surfaces in VR, our participants frequently speculated
about the ideal placement and angle of solar panels on the lander.
Manager 1, for instance, suggested a situation might arise where
the EL3 inadvertently lands in a shadow. To deal with such con-
tingencies, he argued, it should be made possible to mount a solar
panel on a transportation cart, enabling crews to move it into the
sunlight to recharge mission critical equipment.

5.2 Dimensions and Ergonomics
But it was not just the simulated light behavior that drew the atten-
tion of our participants. Having the option to experience prototypes
interactively using an immersive 3D technology sparked numerous
reflections concerning their dimensions and ergonomic appropri-
ateness. This became perhaps most apparent during interactions
with the cargo containers. Whilst most of our participants argued
they would take advantage of a transportation cart if having to
move the containers across larger distances (such as from the EL3
landing site to a habitation module), they also agreed that manual
transportation across shorter distances (such as from the cart to
an airlock chamber) would occasionally be unavoidable. Yet, upon
spending some time manipulating and examining the containers in
VR, the majority of our participants expressed skepticism regard-
ing their viability in a real-world situation. Chiefly, the container
handles did not appear to have been designed with EVA operations

in mind. As Astronaut 2 noted, the thick spacesuit gloves worn
during EVA’s are notorious for making otherwise trivial tasks “re-
ally tricky”. Lifting up the cargo container using its relatively small
handles was brought up as the most immediate example of this.
Astronaut 1 echoed the same concerns, arguing all EVA interfaces
would need to be somewhat overdimensioned in order to be com-
patible with astronaut activities:

Astronaut 1: "Everything we do with our hands in spacesuits
needs to be big. The gloves are bulky and have very little dexterity.
Little to none. It’s actually one of the main concerns of any extrave-
hicular activity, how dexterous you can be. So if you want to help
and make a design that is a little more conducive to productivity and
speed. . . in this case I’d like to have a handle. A big fat handle that I
could use while doing EVA. When I look at these, these are not EVA
interfaces."

Whilst our VR scenario was purely visual in nature, this did not
prevent participants from attempting to infer the mass of objects,
nor to speculate regarding the implications mass could have on an
object’s manipulability. A large number of participants, for example,
pointed out that carrying the weight of a container in one hand
would shift astronauts’ center of gravity, potentially throwing them
off balance. Manager 1 developed an alternative approach, grabbing
two containers at the same time, one in each hand, arguing this
would leave him more stable. He did admit, however, that two con-
tainers might prove too heavy to carry in spite of the reduced lunar
gravity. Others frequently attempted to carry a single container
in front of their bodies using both of their hands. Although this
approach did seem to address their concerns regarding balance
impairments, it also introduced another problem. As Engineer 1
discovered for himself, attempting to carry a container in this man-
ner ended up partially obstructing his view:

Engineer 1: "When I grab it using these side handles. . . A natural
movement of my hands is like this [holds up the container vertically
in front of his body], then I have it in front of me. . . see? But now it’s
blocking a bit of my view."

Both Scientist 2 and Instructor 2 explicitly stated that maintain-
ing clear visibility while carrying equipment ought to be a top
design priority, citing loss of situational awareness and increased
risk of tripping as potential consequences, should this requirement
be breached. The majority of participants arrived at the same real-
ization, prompting a search for possible workarounds. Once again,
redesigning the container handles was brought up as the most read-
ily available solution. As Astronaut 2 explained, when it comes to
portable equipment, ideally “every surface should have a handle”,
allowing astronauts to grab it from all sides. Increasing the number
of handles would in this sense contribute to increased ergonomic
flexibility by providing the user with more options.

Several alternative solutions were likewise brought up. Scientist
1, for instance, proposed an attachment mechanism that would
allow astronauts to hook containers directly to their suits. Instructor
5 and Engineer 3, on the other hand, suggested putting wheels on
each container, arguing that, much like a spinner luggage, dragging
cargo containers would be easier than carrying them.
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The shape of the cargo containers also attracted some criticism.
Instructor 6 found that their cylindrical shape made containers
prone to roll around, rather than sitting still once put down. Engi-
neer 2 followed a similar line of reasoning. Upon unsuccessfully
attempting to stack multiple containers on top of the cart, he sug-
gested a rectangular shape would make containers more tileable,
which might be useful for storage and transportation purposes.

The notion of having to use a ladder to climb up on top of the
EL3 emerged as another major point of reflection, with participants
typically asserting that additional safety measures would need to
be implemented to prevent astronauts from falling. Snap hooks
and carabiners were frequently argued to be of critical importance.
Curiously, the astronauts partaking in our study did not share the
same concerns, expressing greater worry for breaking vital equip-
ment on the lander, rather than for their own safety. Astronaut 1,
for instance, warned against the risk of inadvertently damaging
a solar panel while climbing up, suggesting the gap between the
ladder and the EL3 body is currently too small:

Astronaut 1: "Right now I’m looking at the ladder and it looks
almost 90 degrees vertical. Which is probably best for the launch
configuration, but I could certainly see a very simple design where
you pull the ladder into a 60 degree angle, or something like that,
just to pull it away from the solar panels. My experience is that the
pressurized spacesuits that we have for EVA’s. . . it’s really hard to see
your feet. [starts climbing up the ladder] So there is a high chance
here that my foot. . . my big booted foot can go through and hit that
solar panel. So the ladder needs to be further away to make sure I
don’t hit it."

The concern that EVA suits might prevent astronauts from see-
ing their feet while climbing was also repeated by Engineer 2. To
address this issue, he proposed equipping the top of the ladder with
a set of side-view mirrors, much like the side-view mirrors that can
be found on cars.

Operating on top of the lander was likewise seen as problematic.
The cramped cargo deck offered little maneuvering room and, as
noted by Instructor 5, there is a high risk one might inadvertently
push over vital components when turning around while wearing a
bulky spacesuit. Scientist 2 suggested a protective plexiglass dome
should therefore be placed over the top of sensitive instruments,
such as antennas. There was some disagreement whether additional
steps should be taken to protect the astronauts while on top of the
EL3. While Instructor 7 saw the need to implement a safety railing,
Scientist 2 felt the existing cargo cradles would provide enough
support for astronauts to hold on to.

5.3 The Bigger Picture
As the study sessions progressed, many of our participants began
shifting their focus from the individual design solutions featured
in the scenario, to instead reflect on the role these solutions might
play in the broader context of a lunar surface mission. By pondering
potential synergies and points of friction, Engineer 2, for instance,
suggested the EL3, with its robust solar panels, could be turned into
a charging station, generating power for rovers and other key assets.

Similarly, Scientist 1 proposed the lander might act as a provisional
“cloud data center” collecting, storing and communicating mission
relevant information to help coordinate nearby crews.

The extent andmanner in which astronauts ought to get involved
in surface operations was another frequently recurring theme in
this vein of reflection. One aspect of our scenario that typically
triggered such considerations was the cargo unloading mechanism,
with our participants frequently contemplating who should be in
charge of initiating the unloading sequence. Manager 1, for example,
argued that it is the astronauts on the lunar surface who should
be in control of such mechanisms due to their superior situational
awareness. Engineer 3 concurred, arguing this would help prevent
accidents, such as a cargo container being dropped on a bystanding
astronaut.

Scientist 2, on the other hand, felt confident that such tasks could
be safely delegated to the mission control center on Earth. This, he
explained, would help lessen the astronaut’s workload. Engineer 2
adopted a similar stance, arguing that astronaut EVA-duration is
constrained by a number of factors (such as limited oxygen supply)
and initiating the cargo unloading sequence on the astronaut’s be-
half would thus help save some of their precious time. Astronaut
2 appeared to share this position, explaining that the pre-planned
nature of EVA operations typically leaves little room for astronaut’s
own initiative. Nevertheless, he added, a backup option should al-
ways be in place in case of unforeseen circumstances:

Astronaut 2: "We work with the ground [control center] all the
time. So I think it’s a good thing if the ground has control over it. But
there should be maybe a plan B. It could be a contingency scenario
that if something breaks, if we have to be autonomous on the Moon,
then of course we need to be able to operate the important mechanisms.
But I don’t think that will ever be used. The ground will be running
this operation. It’s not like the astronauts say “okay, we’re just gonna
take this cargo off from the EL3 and put it over in the lab”. Instead it
will be a scheduled activity with the whole control center sitting there
on their toes, making sure that nothing breaks and everything works.
So it will be a meticulous timeline, just like in an EVA on ISS."

Similarly, some of our participants, like Instructor 4, argued that
all hazardous or physically demanding tasks ought to be offloaded
to robotic solutions. Instructor 5 agreed, stating that any task that
would not require “very precise action” should preferably be auto-
mated.

Such views, however, were far from uncontested. Instructor 7
and Engineer 1, for instance, stressed that the awareness and critical
thinking possessed by human astronauts would introduce a degree
of flexibility, making it easier to adjust procedures in response to
a dynamic situation. Scientist 1 stated that robotic solutions are
typically pre-programmed to carry out a narrowly defined task,
lacking the versatility of humans. The breadth of tasks that could
be carried out by trained human astronauts, he elaborated, makes
them far more economical than relying on robotic solutions alone.
Instructor 8 adopted a more measured stance, arguing that astro-
nauts ought to be kept in the loop regarding all aspects of a surface
operation, but their primary role should be one of oversight, rather
than direct intervention. Assuming manual control over processes,
she argued, should only be done when there is no other option.
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All in all, VR proved useful in stimulating reflection on the opti-
mal distribution of responsibilities and other factors instrumental
for establishing an efficient collaborative ecosystem of humans and
robotic systems on the Moon.

5.4 The Limits of VR
While our scenario did succeed in eliciting a range of design con-
siderations relevant to the EL3 and future lunar surface operations,
it is crucial to acknowledge that several technical limitations likely
also had a part in shaping the comments made by our participants.

The lack of haptic feedback emerged as arguably the most signif-
icant constraint, as became evident when lifting and manipulating
cargo containers and other equipment. Nearly all participants noted
the absence of weight, which, as Astronaut 2 and Engineer 4 elab-
orated, made it impossible to correctly infer the center of mass,
inertia and rotational momentum of objects. Instructor 2, for ex-
ample, argued that this had precluded him from providing detailed
assessment of certain ergonomic factors, such as the ideal position-
ing of his arms while carrying containers.

A closely related problem was the inability of our VR simulation
to recreate the movement constraints imposed by wearing a bulky
xEMU suit. Scientist 3, for instance, was adamant about the unre-
alistic ease of player movement, while Instructor 4 and Scientist
2 both argued that properly evaluating some procedures, such as
climbing a ladder, can only be done once the suit limitations are
fully taken into account.

As Instructor 5 summarized, audiovisual VR simulations are
therefore poorly equipped to facilitate assessments of questions
concerning object manipulation and physical mechanics. Astronaut
2 reiterated the same argument, suggesting that the main strength
of VR is rather to be found in its capacity to provide users with
situational awareness:

Astronaut 2: "It doesn’t really tell me much about the mechanics
of things. I mean, because of the limited haptic feedback. But situa-
tional awareness is something else. It’s good at giving the astronauts
the awareness of what situation they would get themselves into. . .
with the lighting, you know. . . I mean, I already, through that [the
VR simulation], have a good feeling of what it would be like there [on
the Moon]. That’s a tremendous advantage. So I don’t want to say it’s
not worth anything, it’s worth a lot."

Similar views were echoed by other participants. Instructor 5
commended the opportunity to experience design solutions as com-
ponents of a broader context, rather than as isolated prototypes.
Instructor 4 felt this made VR particularly useful for planning of
EVA operations. Engineer 3 concurred, finding VR useful to visu-
alize timing of robotic actions and identify areas where human
intervention might be needed.

Overall, it became clear that some of the limitations, at least in
part ingrained in contemporary VR technology, could potentially
undermine the viability of VR as a design tool. Equally important
though, several strengths were identified that might prove highly
useful during forthcoming design activities. In the following section
we discuss these findings in more detail.

6 DISCUSSION
Interactive simulations in VR provide the means for rapid assess-
ment and iterative development of novel design concepts without
incurring many of the financial, logistical or temporal costs typ-
ically associated with real-world prototype deployments. In this
study we set out to explore VR-enabled design processes in the
unique context of the ongoing lunar landing programme. Using
the EL3 project as our arena, we have carried out a simulated field
study featuring an expert group of participants.

Traditionally, approaches in this domain have relied on field stud-
ies at real-world analogue sites. By recreating some of the Moon’s
extreme environmental conditions, such studies have proven useful
in providing an opportunity to evaluate aspects of the operational
performance of a design solution under realistic circumstances. In
addition, classical field studies have likewise been successfully used
to assess the extent to which design solutions fit into a broader
mission architecture.

On the other hand, the high complexity and resource-intensive
nature of such studies have also contributed to a situation where
the number and frequency of experimental deployments tends to be
limited and typically only involve a small number of participants,
leading to slow feedback loops and rigid project structures.

Our findings suggest that VR-based field studies could help miti-
gate some of these issues by enabling more agile user-centric design
approaches commonly found in HCI. Similar to real-world analogue
environments, VR is well suited for recreating certain aspects of
the lunar environmental conditions, while also allowing the assess-
ment of design concepts in a broader mission context. More than
just eliciting actionable reflections, VR appears well qualified to
facilitate team coordination and thus improve the overall project
management processes in space systems design. Below we elab-
orate these key takeaways further and offer directions for future
research.

6.1 VR Enables User-Centered Design
Our participant’s qualitative experiences have demonstrated the
capacity of VR to elicit and invoke a range of reflections concerning
ergonomics, safety and crew performance issues surrounding a
low TRL concept. Although UCD approaches have already been
employed with great success in other domains (e.g. automotive [40]
or medical [71] industries), the reliance on analogue field studies
in projects concerned with design of lunar surface solutions have
resulted in user studies taking place late in the development cycle,
at low frequencies and with a restricted number of participants.

A strong argument for why VRmight be capable of upending this
established order is the near absolute control over light behavior
offered by modern VR engines. Given that the unique lunar lighting
conditions will inevitably interface with nearly every facet of future
human operations on the Moon, taking these into account during
early stage prototyping and design activities will be critical. By
granting users an opportunity to assess design concepts in any
lighting situation immersively and interactively, VR thus appears
uniquely qualified for this particular purpose. In doing so, VR-based
field studies might open up a novel and highly resource efficient
approach to collecting potentially vital user feedback from the very
earliest stages of a lunar system’s development.
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Equally important, however, is to take into account some of
the limitations impairing the use of VR in other areas of design
assessment. Accurate simulation of physical interactions in VR, for
instance, remains a major technological challenge [43]. The lack
of perceived lunar gravity, mass and inertia, along with spacesuit
movement constraints, were explicitly identified as drawbacks by
our participants, with some suggesting this might have resulted in
potentially important design challenges being left underexposed in
our study.Whilst section 6.4 elaborates potential ways of addressing
some of these limitations, it seems likely the gap in fidelity between
real and simulated field studies will never disappear entirely.

It is not our intention, then, to suggest VR-based design enquiries
ought to replace classical analogue studies, but rather to substitute
for them during the early design stages when deployment and
testing of physical prototypes is not yet feasible. Our study has sur-
faced ample evidence suggesting this approach might help produce
prototypes for analogue deployments that are more refined and
conducive with user needs, thus saving time and resources in the
overall development process.

Going back to Trotta et al.’s call for the HCI community to inno-
vate the design of future space interfaces [87], we can thus conclude
that VR has the potential to significantly broaden the scope of ap-
plicability of HCI design methods, making user-centered design
processes viable in the realm of space systems design.

6.2 VR Facilitates Contextual Inquiry
Apart from being suitable for interactive visualization of prospec-
tive design solutions in the context of authentic environmental
conditions (e.g. lighting), our study likewise found VR useful for
facilitating reflections concerning the broader operational context,
including the interoperability between different design concepts
and their fit with potential mission procedures.

The need to contextualize early-stage design prototypes has
drawn some attention in HCI already. Salovaara et al., for instance,
described a “blind spot” in HCI research, stemming from the fact
that any future-oriented prototype deployed in a study still exists
firmly in the present world [75]. Similarly, Lindley et al. have advo-
cated the need to evaluate early design concepts as they might exist
once fully adopted, “beyond their prototypical implementation”
[54], in order to better anticipate (and evade) potential frictions
surrounding their future use.

One popular way of tackling this issue has is the use narrative
prototypes, such as scenarios or design fictions. For, as Bleecker
elaborated, “a story about future technology is also a story about the
broader social practices we imagine growing up around it.” [7]

Such a ‘big picture’ lens is also traditionally of great interest
during analogue field studies and experimental deployments of
prospective space solutions. As Beaton et al. explain, a key goal
of such studies is to identify and assess design elements in the
context of “the organization and flow of personnel, communications,
hardware, software, and data products.” [2]

Correspondingly, by instantiating design scenarios in VR, we
were able to simultaneously convey immersive representations
of concepts as well as contexts, making them available for user
exploration and examination. In doing so, VR effectively endowed
our design assessments with elements of contextual inquiry [26].

The benefits of this quickly became apparent, as our study surfaced
numerous instances of synergies and frictions arising between the
depicted design solutions. Examples include compatibility issues
between portable cargo containers and EVA suits, the sharing of
information between astronauts and the lunar lander module, or
the optimal distribution of competencies between mission control
center and lunar surface crews. It is improbable that either of these
considerations would have emerged by studying a prototype alone,
without simulating a broader operational context. Yet, each of these
considerations could prove critical for informing and steering future
design efforts.

The value of such contextual inquiries extends beyond the space
systems design domain. Byway of example, previous research noted
there is a lack of tools and methods for evaluating multi-device
experiences [24]. One of the contributions of this work, then, is
that it provides an empirical rationale for VR-based scenarios in
design assessments of complex and context-dependent multi-device
human-machine ecosystems.

6.3 VR Coordinates Project Teams
As previously mentioned, space systems design projects are notori-
ously rigid, having to deal with slow feedback loops that contribute
to poor coordination with end users (e.g. astronauts) and other
stakeholders. Typically, efforts to tackle such issues have crystal-
lized in various forms of Model Based Systems Engineering (MBSE).
The core idea behind MBSE is to center engineering projects around
a set of models that capture key project aspects by highlighting
important subsystems and elements while simplifying or omitting
less relevant features [47]. Such models can feature both social
and technological contexts, helping engineers to coordinate and
incorporate an extensive and wide-ranging set of requirements,
including flexibility, sustainability, real-time capability, adaptability,
expandability, reliability or usability [72].

By replacing inflexible, costly, and slow paper documentation
with digital communication pivoting on digital twins and digital
threads, MBSE facilitates rapid information exchange and collabora-
tion between several individuals or teams, allowing for design anal-
ysis activities from the very beginning of an engineering project.

The adoption of MBSE-centric approaches has in this sense been
hailed as a potential shift away from the classical, highly developed,
linear, rigid and document-centric processes, towards a more collab-
orative, non-linear and agile digital information-based approach.

Nevertheless, contemporary MBSE approaches and the associ-
ated best practices vary greatly across different engineering disci-
plines and the ideal approach by which a model should be conveyed
remains a frequent topic of debate [94]. Consequently, interdisci-
plinary teams are frequently facing a situation where the time
and effort required by training, along with the need for a deep
understanding of the MBSE modeling language, the complexity
of the models adopted and the limited flexibility of available tools
makes its use difficult. As a result, the MBSE design approach has
yet to see any widespread adoption [53], particularly so in human
spaceflight-related projects notorious for having to balance engi-
neering, scientific and political interests [94].

We would suggest that one of the contributions of our work is
that it demonstrates potential applicability of VR as a viable vehicle
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for MBSE approaches in this domain. System models conceived via
anMBSE approach can indeed be virtualized using VR tools from the
earliest design stages, making desired project outcomes available
for review by relevant stakeholders in a concurrent manner. This
allows to lower the efforts and stress levels of the development team
while also reducing the risk of cost overruns and project delays.

Furthermore, our work indicates that VR might likewise help
address the lamented lack of MBSE interoperability, which has
been identified as a key requirement to fully adopt a model-based
approach in the context of human spaceflight projects [28, 53].
As shown by our findings, early conceptual models conveyed by
means of VR scenarios can realistically be employed to engage a
diverse group of stakeholders, ranging from astronauts to engineers
and managers, establishing a unifying language that makes early-
stage design solutions, their co-creation and assessments, accessible
across fields and disciplines.

6.4 Limitations and Future Directions
Unlike VR-based training applications typically striving to max-
imize user’s behavioral validity [79], the prime objective of our
simulated field study was rather to elicit valid user reflections. A
case could then be made that the phenomenological nature of our
enquiry, with expert users drawing on their own personal expe-
rience, has permitted some level of abstraction and simplification
with regards to the simulated interactions. Past studies seem to
support this; Osterlund et al., for instance, found that a purely
audiovisual simulation of aerospace maintenance operations in pro-
tective suits could elicit valid and actionable design feedback from
subject matter experts [66].

Whilst it is therefore unlikely that the monosensory nature of
our VR simulation impeded the overall validity of the presented
findings, we did also come across several instances where a broader
sensory engagement delivered via a mixed reality interface would
have likely resulted in richer and more accurate user feedback.
Below, we discuss key problem areas in this vein and offer our
recommendations concerning the development of future interfaces
for simulation of lunar surface scenarios.

• Haptics - The lack of physical properties, including a sense
of touch, weight and rigidity hampered our participant’s
ability to assess key ergonomic aspects surrounding the ma-
nipulation of cargo containers and other artifacts in our
simulation. Future studies should thus consider augmenting
key virtual objects of interest with real-world physical mock-
ups using VR or Mixed Reality tools. This could, for example,
be done by utilizing optical flow to track and superimpose
the virtual environment on the mockups. Previous work has
demonstrated that employing such mockups in conjunction
with visual VR interfaces in this manner greatly increases
user’s perceived immersion [20, 34].

• Reduced gravity - Future work should also explore possi-
ble coupling of VR simulations with gravity offload systems
to artificially reduce gravity levels - both that of the user
and the aforementioned physical mockups. Such systems
are generally characterized by anchor points onto which
physical mockups can be attached in order to reduce their

weight by a desirable factor (see NASA ARGOS system for
an example [64]). Similarly, applying such systems to the
users would allow them to better experience the sensation
of hypogravity when walking around.

• Spacesuits - Accurate simulation of movement constraints
imposed by EVA suits would likewise help enhance the valid-
ity of relevant design reflections.Whilst a range ofmovement
constraining solutions has already been employed in real-
world training situations [9], their possible use with VR re-
mains largely unexplored, likely due to limited applicability
and tracking difficulties. An interim solution might be to uti-
lize real EVA suits in Cave Automatic Virtual Environments
(CAVEs). We would suggest, however, that this approach is
not ideal, given the limited immersive capabilities of CAVE’s
with respect to more modern VR headsets. Instead, we would
advocate the integration of VR goggles into an adapted EVA
suit, thus achieving both accurate movement limitations and
visual immersion. With such an interface, it is likely that the
bulky nature of EVA gloves would impede the accuracy of
optical finger tracking (even with visual tracking markers
being employed). The simulation of scenarios involving fine
motor skills would thus likely require gloves with built-in
inertial tracking sensors.

• Communication - The important role of communication
between mission control center and lunar ground crews
was frequently brought up by our study participants. Fu-
ture studies exploring more complex lunar scenarios (e.g.
work procedures dependent on active guidance from the
mission control center) might be enhanced through inter-
faces capable of mimicking some of the relevant operational
constraints, such as communication delays (typically cca 2,5
seconds for the Moon), to assess the impact this might have
on crew workflows and explore potential remedies.

• Fused Reality - Ultimately, drawing on all the points above,
studies prioritizing realism might seek to reap the benefits
of combining mixed reality interfaces with classical field
studies. Virtual elements could then be used to enhance the
analogue environment’s capacity to approximate lunar con-
ditions, such as by simulating poor visibility, dust, or unique
lunar terrain features. The notion of fusing real and virtual
environments has already shown promise in practice. Mili-
tary pilots, for instance, have made use of VR headsets while
flying real planes in order to train docking procedures with a
computer-generated tanker during mid-flight refueling [19].

This is by no means an exhaustive list of relevant problem areas,
but rather an overview of those that most prominently surfaced
through our study. Other work has pointed out, for instance, the
benefits of multi user VR interfaces [5, 50]. Nevertheless, it is ap-
parent that tackling either of the issues above would improve the
overall simulation validity and thus help improve future VR-based
enquiries into design challenges surrounding human lunar (and
planetary) exploration.
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7 CONCLUSIONS
Our virtual field study has demonstrated the feasibility of employing
a human-centered design approach during early stages of lunar
system development. The benefits of involving end-users and other
stakeholders in such early design stages are numerous, ranging from
cost and time savings to improved project management processes.

We have argued that the flexibility of VR, coupled with its ca-
pacity to accurately simulate lunar lighting conditions, constitute
a powerful incentive for its adoption during early system design
stages. By simultaneously conveying concept and context, and thus
putting the spotlight on interoperability of design solutions, VR
was likewise found well suited for assessing synergies and frictions
between design concepts and key mission elements. Moreover, our
findings indicate that the visual nature and the accessibility of VR
could make it a potent tool in facilitating communication between
relevant team members from the earliest stages of development,
thus bringing agile elements into traditionally rigid project struc-
tures.

Based on our observations and participant feedback, we have
likewise formulated key technical limitations related to VR-based
simulations of lunar environments. In response, we have proposed
possible ways to address these challenges through greater utiliza-
tion of mixed reality interfaces.

Finally, an important ambition of this work has been to explore
the usefulness of HCI research and design methods in the context of
human lunar exploration.Whilst traditionally being associated with
the decidedly more down-to-earth setting of everyday life, work
and play [23], HCI is well qualified to tackle many of the challenges
surrounding humanity’s return to the Moon. The scale and scope
of this endeavour can only be faced by bridging disciplines and
drawing on their compound power.With this paper we have aspired
to take a first step towards this goal.
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